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Academics call it the third revolution in warfare. Over
time, revolutions in warfare have always represented a
big step forward in the efficiency and the speed of killing.
However, while the first and the second revolution were
related to the invention of gunpowder and nuclear
weapons, the third revolution in warfare is about lethal
autonomous weapons systems (LAWS) [1]. Although this
invention may remind you of Terminator, it is not science
fiction. These weapons already exist and are developed
by several states.

Nevertheless, what are autonomous weapons? As the
nickname suggests, killer robots are weapons that can
identify targets and open fire on them with the help of
artificial intelligence in a fully autonomous manner.
However, the international community commonly
accepts no precise definition of this concept. This
ambiguity is at the core of divergent interests and
represents a big stake in significant global economic,
political, and military issues.

Lethal Autonomous Weapons Systems

Innovation regarding Artificial Intelligence (AI) technology
is a fast innovation process. The idea of a deadly AI
system is not new, according to the pace of today’s
technological advances in the field of military
robotization [3]. Massive investments in AI are already  
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made by major powers such as China, Russia, and the
United States (US) [4]. The fact that AI is now firmly
integrated into military strategies reveals a pressing
need to develop appropriate governance structures for
managing the risks of its military uses [5]. The quickness
of this development has raised various theoretical
concerns regarding the morality of LAWS and has led
the issue to an international debate.

 A dynamic of forces rules the debates. On the one
hand, supporters of the development of autonomous
weapons, such as arms industries and military powers,
argue that the military benefits of these new weapons
will dominate security risks. Their argumentation is
mainly led by the fact that autonomous weapons are
intelligence learning machines that can ‘improve the
goals and tasks of (…) military operations at almost all
levels’ [6]. Indeed, the operational and economic
benefits of LAWS – such as the reduction of costs and
staff and the increasing speed of decision-making in
military operations – are regularly claimed by LAWS
proponents.

On the other hand, some organizations oppose the
very idea of LAWS and call for a preventive ban on them
because of the serious ethical concerns they raise.
Since 2012, the campaign Stop the Killer Robots driven
by a coalition of non-governmental organizations,
represents the leading actor of the opponent 
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camp [7]. In this respect, this paper discusses the
ethical challenges of this new technology by
identifying the arguments of each party. 
The autonomy and the human judgement

The first issue at the debate’s core is about the
weapons’ autonomy. There is no shared definition of
autonomous weapons because states cannot agree
on the level of human control required by the
weapon (human in/on/off the loop) [8]. The United
Nations supports the idea that these weapons
should be subjected to meaningful human control,
meaning that a human should consider information
regarding the target, the context, and the likely
effects of the strike before opening fire [9]. However,
the concept is still very vague while the stake remains
significant. If the category of LAWS is broadly
delimited or defined comprehensively, the definition
could also cover some conventional weapons.  It
would restrict the military freedom of powers such as
China, Russia, or the United States. By contrast, if the
definition is lightly delimited, it opens the pandora
box to all risks and abuses. However, the challenge
of defining it is complex because of the speculative
nature of the technological evolution of those
weapons [10]. Indeed, the particularity of LAWS is
that there is no shared experience or understanding.
Not or imprecisely defining LAWS in advance carries
the risk of confusing them with existing weapons
[11].

Moreover, the opponents of LAWS claim the Martens
clause, according to which being killed by a machine
violates moral values such as human dignity. In this
sense, delegating the opening fire to a robot would
be unacceptable. Using LAWS could decrease the
value of human life in the way a machine would
decide to kill itself. There would be a physical and an
emotional distance between the human programmer
and the robot, which could 'generate an indifference
or even a‘Gameboy Mentality’ on the side of the
former' [12]. However, supporters of LAWS argue
that human beings are not always more respectful
toward human dignity than machines. They often
take the example of the bombing of Hiroshima and
Nagasaki in this respect [13]. 
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The legality of LAWS and the respect of
international humanitarian law (IHL)

The legality and the respect of international
humanitarian law (IHL) are at the core of the second
moral issue. Indeed, the respect of IHL remains for
many an indispensable condition for the
implementation and use of autonomous weapons.
Again, the critics of LAWS highlight the difficulty of
evaluating the future capacities of autonomous
weapons. Subsequently, it is hard to consider that
machines would be adequately qualified to respect
the fundamental principles of IHL. For example,
according to the IHL principle of precaution and
distinction, weapons that fire indiscriminately are
illegal. Indiscriminate weapons are weapons that do
not distinguish between military and civilian targets
and cause unnecessary damage. For LAWS, the
respect of such principles would be converted into
algorithms, but there is no assurance that datasets
would not bias these algorithms [14]. Besides,
contemporary wars show us that it is increasingly
difficult to distinguish a civilian form from a
combatant form. Indeed, applying the distinction
principle is contextual and depends on complex
features such as direct participation in the hostilities
and the ‘hors de combat’ function [15]. Therefore,
converting this IHL principle into an IT parameter is
hard. Furthermore, the proportionality principle –
according to which collateral damages should be
limited depending on military advantages [16] – is
also complex to convert into algorithms because of
its contextual features. Overall, these situations
need to be seen through a case-by-case analysis,
depending on each situation’s specific geopolitical
and strategic context. In this sense, human analytical
skills seem to meet these requirements more than
computers [17].

On the other hand, supporters of LAWS highlight the
humanitarian benefits of these technologies and
argue that machines can respect IHL rather than
humans who have already committed various war
crimes. They state that if the robot’s behavior is
indistinguishable from human behavior in a given
context, there would be a moral duty to develop
them [18]. It refers to the principle of unnecessary
risk according to which, in an armed conflict, we 
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should minimize the risks faced by combatants if we can
do so. Developing autonomous systems that have similar
or better capabilities than humans would compel us to
deploy them. Supporters of autonomous weapons also
argue that these machines would better respect IHL
because they cannot feel emotions such as fear, revenge,
stress, sadness, or hate. Subsequently, they would be
more objective in the decision-making [19]. They would
commit fewer crimes than humans who violate IHL by
following their basic instincts. Those weapons would not
have any reason to dissimulate information or violations
committed during military operations. They would be
more transparent. These machines would not be ‘bound
to the shifting subjectivities of the mind’ [20].

In this sense, the question of legal liability is interesting.
The uncertain level of autonomy granted to a LAWS
implies that the responsibility for a LAWS attack is
difficult to identify. Would the human programmer of the
weapon be responsible for the attack? Or would the
weapon itself be? Would it be the builder of the LAWS?
Or the state conducting the operation? These questions
are at the core of the debate.

The adverse effects of LAWS

The third question discussed in the LAWS debate
concerns the potential adverse effects of this technology. 

Firstly, as technology develops, the autonomy of LAWS
will simultaneously increase. In the long run, it could
imply an interaction of multiple LAWS and the creation of
‘self-organizing swarms’ [21]. The risk of swarms
represents ‘the possible use of a very large number of
coordinated LAWS to saturate the opponent’ [22].
Swarms of this size would be considered weapons of
mass destruction (WMD) regarding the military power
they could engage. The risk is that no human or any
machine could be able to face this kind of threat. The fact
that these weapons are not predictable is dangerous
because predictability represents the basis for efficacity
and security in the military field [23]. Among the adverse
effects of LAWS, there is also the risk of malfunctioning of
LAWS.

Secondly, when we talk about technological evolution, it
is often related to cybersecurity issues. 

Indeed, such weapons might be subject to cyber
hacking and spoofing [24]. For example, LAWS could
be hijacked to carry out terrorist attacks.

Thirdly, the use of LAWS could lower the threshold
for conflict: ‘reducing human costs, they would
provide an incentive to go to war’ [25]. Under the
pretext that machines could replace humans in the
field, governments could decide to send LAWS on the
ground without going through a democratic process.
Furthermore, the arms race toward LAWS would
involve using non-conventional weapons by weak
states to defend themselves against such
technological weapons, which are illegal under
international law.

Fourthly, these powerful weapons could also fall into
the hands of non-state actors or small groups as
terrorists that would be able ‘to unleash massive
levels of destruction and kill in great numbers’ [26].
These technologies might become propaganda tools
by authoritarian regimes or other violent extremists.
Indeed, authoritarian governments would be able to
target any activist or critic, undermining any
democratic effort inside the State. It could lead to a
world in ‘which civil discourse, liberal values, and the
fundamental institutions of democracy could face
relentless attacks’ [27]. However, advocates of LAWS
– echoing Grotius – respond that just because some
people abuse this technology does not mean it
should be banned. They consider that abusive use of
LAWS does not represent a sufficient condition for a
preventive ban [28].
Finally, and beyond all these risks, there are still
those that the experts have not yet identified. Again,
the unpredictability of LAWS remains the main
threat.

Conclusion

Recent years have seen significant military power
investment in this type of weaponry. The United
States has already allocated a budget of 18 billion
US$ for autonomous weapons between 2016 and
2020 [29], partnering with significant defense
industries such as Lockheed Martin, Boeing,
Raytheon, and Northrop Grumman [30]. The opacity
and the uncertainty of the technological innovations
of military powers have raised many concerns among 



world political leaders in recent years. 

Several events have also made the news in recent
years, bringing the debate to the forefront
internationally. Since 2014, sentry robots have been
installed in the Korean Demilitarised Zone (DMZ) on
the border with North Korea to replace human
soldiers in the South Korean army. These robots can
autonomously identify and destroy targets,
functioning as a ‘human on the loop’ system (see
above) [31]. Moreover, the debate has taken a
significant turn since March 2021 when the first
autonomous drone attack in Libya may have been
identified, according to a report by the U.N. Panel of
Experts on Libya [32]. Militia fighters pursued by the
Tripoli government forces ‘were hunted down and
remotely engaged by the unmanned combat aerial
vehicles or the lethal autonomous weapons systems’,
according to the report [33]. 

An important meeting in Geneva discussing the limits
on using lethal autonomous weapons was held in
December 2021 within United Nations Convention
on Certain Conventional Weapons framework. In the
past, the objective of this convention has been to
restrict some of the world's cruelest conventional
weapons such as land mines, booby traps, and
incendiary weapons. However, no agreement has
been reached by the UN community, due to the
strong opposition from States such as India, Russia,
and the US [34]. The meeting was the culmination of
several years of research into different approaches
to mitigating the threats of LAWS. For the critics of
LAWS, the discussion in Geneva was a great
disappointment [35].
In this respect, the current unpredictable Ukrainian-
Russian conflict is unlikely to improve the debate on
this subject.

The risk caused by the inertia of the debate is that
technological advances will overtake political
discussions. As the autonomous arms race is already
underway and is not about to end, the need for
legislation on the development and use of LAWS is
more pressing than ever. 
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